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Introduction

Time-series data present measurements of the same quantity appraised at different times and are frequently used within organizations to make assessments and aid in decision making. For example, time-series employment data can provide insight into the health of the economy. The Bureau of Labor Statistics estimated that in 2015, 146 million people were employed in the U.S. in nonagricultural industries (Bureau of Labor Statistics 2017). In 2016 and 2017, those figures were 149 and 151 million, respectively. Describing the changing economy by the total number of jobs presents time-series data as a stock—the magnitude of the target quantity at each period. The same data could also be described as a flow—the change in magnitude of the target quantity between each period: from 2015 to 2016, the U.S. economy gained 3 million jobs. From 2016 to 2017, the U.S. economy gained 2 million jobs. Figure 1 reproduces two examples of figures intended for public consumption showing similar underlying jobs data, depicted as either flows or stocks.

Both stock and flow measures describe the same evolving quantity, and accordingly, each can be transformed to the other: the net flow is the mathematical derivative of a stock, and the stock is the integral of the net flow. Despite this functional equivalence, we propose that presentation format—stock versus flow—can impact qualitative judgments made from the same data in consequential ways. Our focus on judgments departs from past research, which has focused on whether people can accurately translate between the two formats (e.g., Booth Sweeney and Sterman 2000, Cronin et al. 2009). Instead, we explore whether the format in which the same data are presented—either as stocks or flows—can systematically shift how people reason about the data and the conclusions they draw from them.

To understand this effect of format, consider again the opening example of U.S.-held jobs from 2015 to 2017. The stock of jobs at three intervals (146 million, 149 million, and 151 million) shows a pattern that increases over time and may well paint a particularly rosy picture of the U.S. economy. However, the flow in jobs between those same intervals (+3 million and +2 million) reflects a decreasing trend—a slowing in the rate of job growth to the tune of 1 million jobs—and may lead
people to see the U.S. economy in less bullish terms. Building directly from this insight, we use similar data to assess this possibility in Studies 1, 2, and 3.

The current investigation is motivated by the expanding role and frequently espoused importance of data and visualization in decision making. Managers and laypeople alike—often lacking technical training—seek data to evaluate past decisions and inform future decisions. When presenting data to such decision makers, the focus is often on organizing the information in a manner that is clear and succinct (e.g., maximizing “data-ink” and removing “chart-junk”; Tufte 2001). What may get overlooked in this effort is that theoretically equivalent representations of data—those differing by a simple transformation, as is the case with stocks and flows—might lead the reader to opposing conclusions, as they can make different aspects of the data more or less salient.

The focus on time-series data reflects, in part, their ubiquity in quantitative communication. A survey of newspapers and magazines reported by Tufte (2001, p. 28) suggests that more than 75% of graphics convey time-series data. Beyond the Bureau of Labor Statistics, both stocks and flows commonly describe any number of time-series values of importance for decision makers. For example, when facing a new disease outbreak, health officials may see reports on the total number of people who have contracted the disease (stock) or the number of new cases (flow). When evaluating their personal finances, consumers may consider their total assets by month (stock) or the net of their earnings and expenses over each month (flow). When launching a start-up, the founders may focus on capital on hand (stock) or burn rate (flow). When evaluating the performance of companies, investors may consider total holdings (stock) or cash flows (flow).

In the remainder of the introduction, we first describe prior work documenting the difficulty people—even well-educated people—have translating between stocks and flows. We then consider a broader perspective by reviewing how presentation format can systematically influence judgments made from data. We contend that there is no neutral representation of time-series data—the data have to take some form (e.g., a stock or flow) in order to be observed and processed. The presentation format chosen (stock or flow) will make different patterns and aspects of the data salient, and people will use these salient features when forming judgments, both because this is the information that is most available and because it is difficult for most people to transform the data between formats.2

Because time-series data are used to inform many types of decisions, we examine the effects of presenting data as stocks or flows on two different yet prominent judgments: evaluative assessments and quantitative forecasts. In each, we find that the same data presented

Figure 1. (Color online) Two Presentations of Similar Jobs Data from the Bureau of Labor Statistics

Notes. The left panel, by Organizing for Action, the successor to Obama for America, presents the data as a flow, reflecting month-over-month gains or losses in the number of jobs (retrieved August 29, 2017, from https://web.archive.org/web/20171006225044/https://www.ofa.us/news/35-months-of-job-growth/). The right panel, by a data and graphics journalist for Bloomberg News, presents the data as a stock, reflecting the number of people employed (retrieved August 29, 2017, from https://web.archive.org/web/20170123093402/https://www.bloomberg.com/graphics/2017-obama-economic-legacy/)
as a stock or as a flow can lead people to draw qualitatively different conclusions. The same data can be seen as a good sign or a bad sign and can lead to a forecasted increase or decrease depending on the salient trend depicted in the given presentation format. These different judgments hold when data are presented graphically as well as when data are presented in a tabular (numeric) format.

**Stocks and Flows**

Previous research regarding people’s understanding of stocks and flows has focused on translation between formats, questioning whether people understand the process of accumulation (Booth Sweeney and Sterman 2000, Sterman and Booth Sweeney 2007). In a typical study, participants are given time-series data on a quantity as a flow and asked questions about levels of the stock. For example, in the “department store task” (Sterman 2002, Cronin et al. 2009), respondents are shown the number of people entering and leaving a store at every minute (flow) and asked, among other questions, when the most people were in the store (stock). A typical example of the stimulus (from Sterman 2002) is reproduced in Figure 2. For the relatively simple versions of the task typically used, the answer can be obtained without any calculation. The number of people in the store increases whenever more people are entering the store than leaving it and decreases whenever more people are leaving the store than entering it. This means that the number of people in the store reaches a maximum in the last period that the inflow exceeds the outflow (i.e., minute 13 in Figure 2). Although most (more than 90%) participants quite accurately reported other aspects of the data (e.g., the times at which the most people were entering or leaving the store), fewer than half accurately identified when the most people were in the store. Instead, a prominent incorrect answer to this task is to report that the stock of shoppers reached its maximum at the time of the maximum inflow (i.e., minute 4 in Figure 2, reflecting the use of a pattern matching or correlation heuristic; Sterman and Booth Sweeney 2002, 2007; Cronin et al. 2009). Even highly educated, incentivized adults are prone to these types of stock-flow failures (Cronin et al. 2009).

The present investigation, motivated by the many instances and applications in which people fail “to determine how the quantity in a stock varies over time given the rates of flow into and out of the stock” (Booth Sweeney and Sterman 2000, p. 252), builds from this prior work in asking how presenting time-series data in one format or the other—stock or flow—directly impacts judgment. Thus, our intended contribution is not to lend greater credence or qualification to the important body of literature on the general difficulty people have with accumulation discussed above. Instead, we present people with time-series data as either stocks or flows and ask them to make either qualitative assessments of the situation or forecasts about the future. We note that these judgments do not necessarily require translating between formats, but we assess whether the ability to do so impacts our findings in Study 5.

In Figure 3, we show four possible relationships that can arise between the stock and the flow of a time series, relationships on which our methodology will rely. In panel A, the stock is increasing and positively accelerating, which corresponds to a positive and increasing flow. Similarly, in panel D, the stock is decreasing and negatively accelerating, which corresponds

---

*Figure 2.* A Simplified Version of the Department Store Task, Reproduced Based on Data from Figure 3 in Sterman (2002)
to a negative and decreasing flow. In both of these situations, the stock and flow trends are in the same direction. Contrast this with panel B, in which the stock is increasing with negative acceleration, corresponding to a positive but decreasing flow. In this case, the two trends are moving in opposite directions. Panel C shows the converse situation: a decreasing stock with an increasing flow. We contend that the choice of presenting data as a stock or a flow in situations such as those in panels B and C might evoke different (opposing) representations of the positivity or negativity of the underlying data and consequently lead people to different judgments. By contrast, if people attend to the salient trend, presentations such as panels A and D are likely to evoke similar mental representations of positivity or negativity and lead people to relatively consistent judgments.

We depart from the prior work discussed above in that our focus is not on the qualitative accuracy of conversion from one format to the other. Rather, we target systematic differences in inferences drawn from presenting the same data as a stock or as a flow. Accordingly, because our focus is on inferences rather than translation accuracy, we do not situate our predictions within the same tradition of Sterman and colleagues, who proposed that errors in converting from flows to stocks reflect an inherent difficulty in understanding accumulation. In the next section, we draw from the separate literature on inference and judgment deriving from presentation format to examine the means by which presentation format might systematically shift judgment regardless of whether conversion from one format to the other is successful.

### Judgments Based on Presentation Format

Prior research has documented other inconsistencies in judgment caused by different representations of equivalent data formats. In cases where the presentation of numerical information differs by a multiplier—reflecting only a difference in scale—people often make different judgments. Consider the numerosity heuristic (Pelham et al. 1994), by which people infer that larger numbers correspond to greater magnitude. As a result, they gamble on worse odds (9/100 over 1/10; Pacini and Epstein 1999, Reyna and Brainerd 2008), spend as though prices are higher when dealing with less numerous currencies (Raghubir and Srivastava 2002), and prefer options that dominate alternatives on attributes presented with a more expansive scale (Burson et al. 2009). In each of these instances, the considered quantities can be equated using a scalar multiplier (from U.S. dollars to Canadian dollars or from millimeters to centimeters; Maglio and Trope 2011).

Given that judgments can diverge when made from data formats that differ by a linear transformation, it comes as no surprise that judgments—even those made by well-educated people—can diverge between formats that differ by a nonlinear transformation (de Langhe et al. 2017). Take, for example, the “MPG illusion”—a well-documented bias in people’s judgments about vehicle efficiency (Larrick and Soll 2008). Although the fuel economy of an automobile is typically displayed as miles per gallon (MPG), the savings gained by switching to a more efficient car are realized in burning fewer gallons of gasoline per mile driven (the reciprocal of miles per gallon). The illusion arises as a result of the fact that people seem to assume that an increase in miles per gallon corresponds to a linear decrease in gallons per mile, whereas the actual relationship is reciprocal. Similar issues arise for common productivity statistics such as megabytes per second (internet speed) and pages per minute (printer speed; de Langhe and Puntoni 2016). More generally, it has been recognized that the metric used to communicate data can serve as an important choice architecture tool (Camilleri and Larrick 2014).

These prior investigations suggest that people do not represent information in a format-neutral manner. Instead, people focus on the most salient characteristics in the information as presented (Slovic 1972, Cleveland and McGill 1984, Lurie and Mason 2007, Kahneman 2011). For the present investigation, these findings raise two considerations. First, people are likely to reason with the data in the format in which it is presented (Andreassen 1988, Andreassen and
Kraus 1990): if given stock data, people are likely to think about the data in terms of stocks and make judgments accordingly. If given flow data, people are likely to think about the data in terms of flows and make judgments accordingly. Second, whereas these prior findings allowed a determination of accuracy or optimality, such prescriptive consideration need not always arise. In the MPG illusion, there is an objective benchmark for good judgment, better facilitated by one format (gallons per mile) than the alternative. In the current context, an objective benchmark is not available for comparing judgments made from stocks and flows without additional assumptions about the data generation process, so we make no claims as to whether one format facilitates correct responding. Should accuracy diverge between the two presentation formats, it poses a challenge regarding how to best present the data to enable accurate conclusions—and raises the question of what an “accurate conclusion” even is. We explore this latter question in the general discussion. Here, we simply examine whether judgments differ between formats and, if so, what type of data patterns are likely to generate these inconsistencies.

Time-series data represent successive measures that describe a dynamic value over time. We propose that relative differences in magnitude between successive data points—trends as opposed to the absolute levels of the points—will likely take priority in informing judgments. This is consistent with past research showing that recent trends inform predictions about the future (e.g., Freyd and Finke 1984). Because people tend to take the presentation format as given (i.e., fail to represent the data in a neutral format), we propose that they will make judgments based on their interpretations of the salient trend in that presentation, leading to inconsistencies between presentation formats when the salient trends differ. Furthermore, ending trends should be particularly salient for forecasts, as people exhibit a tendency to linearize the most recent observations when forming judgments about the future (Wagenaar and Sagaria 1975, McKenzie and Liersch 2011, Thomson and Oppenheimer 2016).

Overview of Studies
The same data presented as a stock can present a qualitatively different trend than when presented as a flow: as shown in panels B and C of Figure 3, a decrease in one format (stock) may simultaneously reflect an increase in the other (flow). Given the lay tendency to appraise data (and make resulting judgments) based on perceived trends revealed from past change, we predict that depicting the same data as a stock or a flow will elicit different perceptions of trends and, in turn, different judgments based on that data. Studies 1, 2, and 3 examine judgments regarding the economy and effects on the economy based on presentation of real jobs data from the Bureau of Labor Statistics, reported as either the number of jobs (stock) or the change in the number of jobs (flow). Studies 1 and 2 establish the core effect: participants’ judgments from the same data can differ substantially and qualitatively depending on whether the data are presented as stocks or flows. Study 3 provides a robustness test by considering different sections of the time series depicting different characteristics and examining whether the inconsistencies are caused by participants inferring the relative diagnostistics of stocks and flows from the presentation format. Studies 4, 5, and 6 use artificially generated data and examine whether the differences driven by presentation format extend to forecasts. Study 5 further examines whether the ability to read and understand the data account for these differences. Misunderstanding the data explains some but not all of the effect, suggesting the role of presentation format affects even savvy data readers. Finally, Study 6 extends the investigation beyond graphical displays, yielding evidence that the effects cannot be exclusively attributed to quirks of visual processing. Throughout, all sample sizes were determined in advance, and all manipulations, measures, and data exclusions are reported.

Study 1
Method
One hundred participants (32 women and 68 men; median age = 30) recruited from Amazon Mechanical Turk (AMT) completed Study 1.4 They were randomly assigned to view one of two charts showing private-sector jobs in the United States from 2007 through 2013. In the flow condition, participants saw a chart that showed month-over-month changes in private-sector jobs in the United States. In the stock condition, participants saw a chart that showed the number of private-sector jobs each month (see Figure 4 for experimental stimuli; data from the Bureau of Labor Statistics). Months during the Bush presidency were shown in red; months during the Obama presidency were shown in blue (January 2009, when Obama was inaugurated, was shown in purple).

Participants were asked two sets of questions about the chart, with the order of the sets counterbalanced. One set of questions required reading information off the chart but no inferences beyond that. Specifically, participants were asked, “Based on the chart above, when did the rate at which the United States was losing private-sector jobs start to slow?” and “Based on the chart above, when did the number of private-sector jobs in the United States start to increase?” Participants responded by selecting a month and year from two drop-down menus. Options spanned from January 2007 to December 2014. These questions are analogous to those used in previous work (e.g., Cronin et al. 2009).
The second set of questions required participants to make two judgments based on the chart. First, they were asked, “In your view, when did the recovery from the Great Recession begin?” and given dropdown menus to select a month and year from January 2007 to December 2014. Second, they were asked, “In your view, what effect did Barack Obama have on the American economy during his first year in office?” and responded on a seven-point scale completing the sentence, “During his first year in office, Barack Obama...” anchored by “...made it much worse” and “...made it much better,” with five labels in between including “...made no difference” as the midpoint. Finally, participants reported sex, age, and ethnicity.

Results

Reading the Data. Our main focus is on evaluative judgments, but we first describe participants’ ability to accurately read the data. Participants showed high ability to assess when the number of jobs started to increase, given either chart. For stocks, 90% of responses were between September 2009 and May 2010. For flows, 82% of responses were between September 2009 and May 2010. There was more variability regarding judgment of when the rate of job loss began to slow. In the flow condition, 76% responded between January and September 2009, with 46% responding May 2009. In the stock condition, only 40% responding between January and September 2009; 40% responded sometime in 2008, and 18% responded between October 2009 and January 2010. Together, these results indicate that some values may have been difficult to read from the graph, but that was not as a result of misunderstanding of the graphs.

Evaluative Judgments. Order had no main nor interactive effects, so we exclude it from analysis for ease of exposition. There were two key dependent measures of interest: when the economic recovery was judged to have begun (coded as number of years since January 2007) and what President Obama’s influence on the economy during his first year in office was judged to have been.

First, judgments of when the recovery began varied depending on whether the data were presented as stocks or flows (M_{Stock} = 3.46 (June 2010), SD = 1.26; M_{Flow} = 2.85 (November 2009), SD = 0.94; t(98) = 2.75, p = 0.007): on average, viewing a chart of the number of jobs rather than the change in number of jobs led to a perception that the economy started recovering seven months later.

Second, judgments of Obama’s influence on the economy during his first year in office also varied depending on the way the information was presented as stocks or flows (M_{Stock} = 3.32; less than the scale midpoint of 4 (“made no difference”), p = 0.002, with 60% reporting he made it worse and 24% reporting he made it better). However, when the jobs data were presented as a flow, participants evaluated President Obama’s impact on the economy positively (M = 4.84; greater than the scale midpoint, p < 0.001, with 66% reporting he made it better and 8% reporting he made it worse). Thus, this simple difference in presentation format—number of jobs (stock) or change in jobs (flow)—led not just to a significant difference in evaluation but also to a qualitative reversal (bad to good) in judgments about President Obama’s effect on the economy.

Notes. The flow chart on the left shows the flow of jobs (jobs gained or lost). The stock chart on the right shows the same data presented as the stock (total number of jobs).
Study 2

Method

Two hundred participants (80 women and 118 men; median age = 32) from AMT were recruited to participate in and completed Study 2. Study 2 was a replication and extension of Study 1. It used similar methods, so we focus on the changes below.

First, the data were presented as points rather than bars to reduce any impact of a truncated axis in the stock condition but not the flow condition (see Figure 5). Previous investigations found that effects of mode of presentation (e.g., lines versus bars) on stock-flow reasoning were negligible (Cronin et al. 2009), but because position is more reliably assessed than length or area (Cleveland and McGill 1984), it is important to assess the robustness of our results.

Second, instead of being asked about the timing of the recovery, participants were asked directly about how the economy changed: “In your view, how did the economy change during Barack Obama’s first year in office?” (seven-point scale anchored by “worsened a lot” to “improved a lot”). This was included first to measure perceptions of economic change while deemphasizing President Obama’s impact. Following this, participants assessed President Obama’s impact on the economy using the same measure as in Study 1.

Third, we included a set of forecasting questions, with the order of evaluation and forecasting question sets counterbalanced. For these questions, participants were only shown data from 2007 to 2009 (i.e., only the dots on the left side of the dashed line in Figure 5). Participants were asked to forecast the level of stock or flow (according to condition) they would expect the recovery, participants were asked directly about how the economy changed: “In your view, how did the economy change during Barack Obama’s first year in office?” (seven-point scale anchored by “worsened a lot” to “improved a lot”). This was included first to measure perceptions of economic change while deemphasizing President Obama’s impact. Following this, participants assessed President Obama’s impact on the economy using the same measure as in Study 1.

In Study 2, we sought to replicate and extend the results of Study 1. Beyond varying theoretically irrelevant characteristics of the stimuli in the interest of providing evidence for robustness, we examined whether the trends evoked from partial data sets presented as stocks or flows color the forecasts people make for the underlying data in the future.

Discussion

Showing the same data as a stock or a flow affected what judgments people drew about the nature of the economy. When data were presented as a flow, the pattern revealed a minimum (i.e., maximal job losses) at the beginning of 2009 and the trend during Obama’s first year as president was upward-sloping (becoming less negative). When the same data were presented as a stock, the pattern revealed a minimum at the beginning of 2010 (a year later, when the economy stopped losing jobs and started gaining jobs) and the trend during Obama’s first year as president was downward-sloping (as the economy continued to lose jobs but at a slower rate). Despite being based on the same underlying data, judgments from stocks versus flows reflected these gestalt differences. When data were presented as flows, participants judged the recovery to have begun earlier than when the data were presented as stocks. Moreover, when data were presented as flows, Obama was judged to have had a positive effect on the economy during his first year as president, whereas when data were presented as stocks, Obama was judged to have had a negative effect on the economy during his first year as president. Different trends can be salient when viewing data as stocks or flows, leading to different inferences.

In Study 2, we sought to replicate and extend the results of Study 1. Beyond varying theoretically irrelevant characteristics of the stimuli in the interest of providing evidence for robustness, we examined whether the trends evoked from partial data sets presented as stocks or flows color the forecasts people make for the underlying data in the future.
of exposition. The measure of Obama’s effect on the economy replicated Study 1: participants who saw the jobs data as flows believed Obama had a positive impact on the economy during his first year in office (M = 5.21, greater than the scale midpoint of 4, p < 0.001, with 73% reporting he made it better and 14% reporting he made it worse), whereas those who saw the same data as stocks believed he had a negative impact (M = 3.69, less than the scale midpoint of 4, p = 0.037, with 49% reporting he made it worse and 29% reporting he made it better; difference between conditions: t(198) = 7.31, p < 0.001). Perceptions of how the economy changed largely tracked this measure and showed a similar difference (t(197) = 8.40, p < 0.001): participants who saw the data as flows judged the economy to have improved (M = 5.31, greater than the scale midpoint, p < 0.001, with 78% reporting it improved and 18% reporting it worsened), whereas those who saw the data as stocks judged the economy to have worsened (M = 3.22, less than the scale midpoint, p < 0.001, with 70% reporting it worsened and 28% reporting it improved). For each of these two evaluative judgments, liberalism (versus conservatism) was correlated with more positive assessments (change in economy: r = 0.20, p = 0.006; Obama’s effect: r = 0.41, p < 0.001), but in neither case did it moderate the effect of stock versus flow (p’s > 0.18). To put the effect size into context, presenting the data as stocks rather than flows creates a difference in the perceived effect of Obama on the economy (i.e., a decrease of 1.5 points) that is larger than the difference between participants who rated themselves “conservative” and those who rated themselves “liberal” (a difference of 1.2 points).

Participants’ predictions and their evaluations of those predictions illuminate how they reason through stock and flow changes. In both conditions, the typical forecast followed the salient trend in the presentation format provided: in the flow condition, participants expected the negative trend in job losses to continue (with implied average monthly losses of 918,000 jobs). In the stock condition, participants expected the negative trend in total jobs to continue but with less severe consequences (with implied average monthly losses of 296,000 jobs). Despite this stark difference in forecasts between conditions, participants’ subjective evaluations of these forecasts were similar and equally sour in both conditions (about one point below the midpoint). This evidence is consistent with the notion that people interpret the same state of the world differently depending on whether it is presented as stocks or flows: a constant negative flow would be evaluated as nearly neutral in the flow condition (as the trend is flat) but as extremely negative in the stock condition (as the trend is extremely negative). Details regarding these analyses are presented in Online Appendix A.

Discussion
Study 2 replicated our key findings from Study 1: people reach qualitatively different evaluations from the same data depending on presentation format. In addition, we find that when equated to consistent units, people’s forecasts also differ substantially between presentation formats, leading to divergent implications, a point to which we will return in Studies 4, 5, and 6. In short, participants reason about the data differently when considering stocks versus flows.

Study 3
Study 3 extends the results of Studies 1 and 2 in two key ways. First, we use the same data as in Studies 1 and 2 but have participants in different conditions make judgments regarding different time periods. This allows us to test an implicit assumption in the prior studies: that participants are forming judgments based on the specific time period in question rather than the entirety of the data presented. Second, we measure explicit beliefs about the importance of different inputs into what matters in terms of the economy. This allows us to assess whether changing the metric in which we present the data affects the subjective importance of possible signals about the economy (e.g., whether showing people jobs as flows makes people think the flow of jobs is a more important economic indicator).  

Method
Participants were recruited from AMT (n = 401; 184 women and 216 men; median age = 34). Study 3 was similar to Study 2 with a few variations. First, and most important, Study 3 included a second factor in the design, resulting in a 2 (data presentation: stock versus flow) × 2 (time span: 2009 versus 2010) between-subjects design. Half of the sample was assigned to the 2009 condition. As in Studies 1 and 2, these participants evaluated the change in the economy and Obama’s effect on the economy during 2009, his first year in office. The other half of the sample was assigned to the 2010 condition. These participants had the same task, except they evaluated the economy one year later during 2010, Obama’s second year in office. Whereas the flow was increasing and the stock was decreasing during 2009, the flow was flat and the stock was increasing during 2010. The stimuli were adjusted to highlight the focal time span. See Figure 6.

Similar to Study 2, we measured perceived change in the economy and Obama’s effect on the economy during the focal time span. Unlike Study 2, these were measured on three-point scales (“worsened,” “did not change,” and “improved” for how the economy changed; “made the economy worse,” “made no difference,” and “made the economy better” for Obama’s effect on the economy). Unlike Study 2, we did not
assess forecasts in Study 3. Instead, we assessed how important participants believed “the number of jobs,” “the monthly growth rate (number of jobs gained or lost per month),” and “the change in the monthly growth rate” were to evaluating the overall state of the economy on five-point scales (from “not at all important” to “extremely important”). This allowed us to assess whether the type of data presentation had an impact on the perceived importance of stocks versus flows.

Prior to assessing the importance of each component, participants had the opportunity to provide an open-ended explanation regarding why they responded the way that they did regarding the economy and Obama’s effect. Finally, we assessed to what extent participants believed presidents have the potential to impact the economy (“To what extent do you think presidents have the potential to impact the economy during their first/second year in office?”; from “not at all” to “to a great extent” on a four-point scale) and closed with measures of political liberalism, gender, and age.

Results
We conducted an ordered logistic regression, regressing each of the two dependent variables (change and attribution) on contrast codes for data presentation (stock = 1, flow = −1), year (2009 = 1, 2010 = −1), and their interaction.

The effect of data presentation on the qualitative evaluation of change in the economy varied depending on whether participants considered 2009 or 2010 (interaction $z = −9.23, p < 0.001$). For 2009, the data replicated Studies 1 and 2, such that most participants believed the economy worsened when considering stocks (84% said worsened and 8% said improved), whereas most participants believed the economy improved when considering flows (17% said worsened and 77% said improved; difference: $z = −10.23, p < 0.001$). For 2010, when the flow was positive but flat, the difference between conditions reversed. Participants were generally more positive about the economy when considering stocks (14% said worsened and 80% said improved) than when considering flows (2% said worsened and 58% said improved; difference: $z = 2.27, p = 0.023$).

The effect of data presentation on evaluations of Obama’s effect on the economy also depended on whether participants considered 2009 or 2010 (interaction $z = −6.30, p < 0.001$). During 2009, more participants believed Obama had a negative effect than a positive effect when considering stocks (46% said made it worse and 22% said made it better), whereas most participants believed he had a positive effect when considering flows (9% said made it worse and 69% said made it better; $z = −7.52, p < 0.001$). During 2010, there was no significant difference in valence between conditions (stocks: 10% said made it worse and 71% said made it better; flows: 2% said made it worse and 57% said made it better; $z = 1.36, p = 0.174$), although twice as many participants said Obama had no effect when considering the (constant) flow trend rather than the (increasing) stock trend (41% versus 19%).

Regressing the three importance measures on time span, presentation format, and their interaction yielded only one statistically significant effect: the perceived importance of growth rate was higher for

Figure 6. (Color online) Job Charts Used in Study 3

Note. In contrast to the charts used in Study 2, these charts highlighted either 2009 (Obama’s first year in office) or 2010 (his second year in office).
participants who evaluated 2010 data (M = 3.95) compared with those who evaluated 2009 data (M = 3.74; t(397) = −2.33, p = 0.020). The other eight possible effects were not significant (p’s > 0.25). Thus, it seems unlikely that the differences in judgments we observe between presentation format conditions are caused by participants consciously inferring which aspects of the data are most diagnostic based on the choice of presentation format. As in Study 2, evaluations of the economy and of Obama’s effect increased with political liberalism (p’s < 0.015), but political views did not moderate either key effect (p’s > 0.40).12

Discussion
Study 3 provides further evidence that people make judgments based on salient features of the data as they are presented. Furthermore, these judgments do not seem to be due to explicit reweighting of the importance of different aspects of the data (e.g., level, velocity, acceleration). This study also provides evidence that participants focus their assessments on the specific portion of the graph near the focal event, rather than the entirety of the data. Given the same data, some time spans can lead to more positive evaluations for stocks than flows, whereas other time spans can lead to more positive evaluations for flows than stocks. The full pattern of data across Studies 1, 2, and 3, summarized in Table 1 reveals a consistent story. In subsequent studies, we present participants with artificial data to enable more precise control over stock and flow trends.

Study 4
Studies 1, 2, and 3 examined evaluations of a real data set and found stark differences depending on whether the data were presented as stocks or flows. In Studies 4, 5, and 6, we extend the initial forecasting results of Study 2 to more comprehensively examine how qualitative properties of forecasts (signed changes) depend on different stock and flow trends. In doing so, we use artificial smooth trends to reduce extraneous noise and maximize power.

Method
Four hundred two participants (155 women and 247 men; median age = 30) were recruited from AMT and completed Study 4.13 We generated nine time series data sets in a full factorial design such that the flow was decreasing, constant, or increasing and the stock on average was decreasing, constant, or increasing.14 Each pattern represented four years of data, with 49 data points corresponding to either the stock at a given month or the flow between each successive pair of months. The overall patterns can be seen in Figure 7.

To make the data more concrete, one of nine different scenarios was used for each pattern of data (e.g., money in a bank account, employees at a firm, gallons of water in a reservoir). Each scenario had a unique metric and was thus given a unique end value from which the other values were determined by the stock and flow conditions.15 The scenarios were designed to encompass different domains (money, people, or objects), different subjects (companies, governments, or people), and different magnitudes. More detail on the scenarios is provided in Online Appendix C.

Participants were randomly assigned to a presentation format condition (stock or flow). Participants responded to each of the nine data patterns in a random order, with one of the nine scenarios randomly assigned to each pattern. For each pattern, participants were shown four years of data, as either a stock or flow (depending on condition). Participants were given the (stock) value at the end of the data period (January 1, 2015) to equate the two conditions in terms of information and then asked to forecast the (stock) value exactly one year in the future (January 1, 2016).

After making forecasts for the nine scenarios, participants were asked how well they felt like they understood the data as presented on the charts (−4: very poorly; +4: very well), a question assessing a basic level of understanding of the data (whether they recognized they were being shown stocks or flows), demographic information (self-perceived math ability, sex, age, and education), and any additional comments.

Results
Analysis Strategy. Each of the 402 participants made 9 forecasts, for 3,618 total observations. To combine across scenarios in different units and on different

### Table 1. Summary of Results from Studies 1–3

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock</td>
<td>Flow</td>
<td>Stock</td>
<td>Flow</td>
<td>Flow</td>
</tr>
<tr>
<td>Change in the economy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Better</td>
<td>0.28</td>
<td>0.78</td>
<td>0.08</td>
<td>0.77</td>
</tr>
<tr>
<td>No change</td>
<td>0.02</td>
<td>0.04</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>Worse</td>
<td>0.70</td>
<td>0.18</td>
<td>0.84</td>
<td>0.17</td>
</tr>
<tr>
<td>Obama’s effect on the economy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Better</td>
<td>0.24</td>
<td>0.66</td>
<td>0.29</td>
<td>0.73</td>
</tr>
<tr>
<td>No change</td>
<td>0.16</td>
<td>0.26</td>
<td>0.23</td>
<td>0.13</td>
</tr>
<tr>
<td>Worse</td>
<td>0.60</td>
<td>0.08</td>
<td>0.49</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Notes. Cells indicate proportion of participants in each condition who reported a positive, neutral, or negative evaluation for key dependent variables in Studies 1–3. In Studies 1 and 2, these were assessed on seven-point scales (with midpoints explicitly representing no change); in Study 3, they were assessed on three-point scales. Change in the economy was not measured in Study 1. Studies 1 and 2 examined only 2009 (where the stock trend was negative and the flow trend was positive); Study 3 also examined 2010 (where the stock trend was increasing and the flow trend was flat).
scales, we divided forecasts by the ending stock of the observed trend. Thus, for all domains, 1 represents a forecast equal to the ending stock of the observed sequence, 2 represents a forecast equal to twice the ending stock, etc. We first present the data visually and describe the overall patterns. We then present formal statistical tests.

**Depicting the Data.** Figure 7 presents the data twice, with different scales. Figure 7(a) depicts the observed stock sequence (only observed by those in the stock condition), along with responses from both conditions, depicted separately for each of nine sequences: three stock trends (decreasing, constant, or increasing) × three flow trends (decreasing, constant, or increasing). The 82 responses (2%) that were below 0 or above 2 after rescaling are excluded from this panel. Forecasts representing no change are black; forecasts representing changes are shaded accordingly.

Figure 7(b) depicts the same data in a different way, presenting the observed flow sequence (only observed by those in the flow condition), along with responses from both conditions depicted for each of nine sequences. Unlike Figure 7(a), the y axis in Figure 7(b) represents the implied change from the end of the observed sequence, so a 0 in Figure 7(b) is equivalent to a 1 in Figure 7(a). In Figure 7(b), the y axis displays a narrower range to highlight the flow patterns better, meaning more data are excluded.

The prevailing patterns in the data are stark. The typical forecast in the stock condition follows a linear extension of the ending stock trend. The typical forecast in the flow condition follows a linear extension of the ending flow trend. This yields qualitatively different forecasts for some of the scenarios in terms of whether the average participant expects the stock to increase, decrease, or stay the same over the following year. The proportion of participants making each type of forecast (represented by different shades in Figure 7) is shown in Table 2.

**Qualitatively Different Inferences from Stocks vs. Flows.** Visual inspection of Figure 7(a) reveals that the mean may not be a good summary statistic for these data and that assumptions of normal errors and homoscedastic variance may be problematic. To formally test the effect of stock versus flow presentation, we analyze the qualitative outcome (decrease, no change, or increase) as a function of condition in an ordered logistic regression. Our primary interest is with the effect of data presentation (stock versus flow) separately for each trend, so we analyze each pattern separately for expositional ease. In all six cases where the stock trend and flow trend were qualitatively different (i.e., one was more positive or less negative than the other), forecasts followed the salient trend. That is, when the stock trend was more positive than the flow trend (increasing stock with a decreasing flow, constant stock with a decreasing flow, or increasing stock with a constant flow), presenting the data as stocks rather than flows led to forecasts that were significantly more positive (see Table 2; each p < 0.001). Similarly, when the stock trend was more negative than the flow trend (decreasing stock with an increasing flow, decreasing
stock with a constant flow, or constant stock with an increasing flow), presenting the data as stocks rather than flows led to forecasts that were significantly more negative (see Table 2; each \( p < 0.005 \)). In the other three cases, the stock trend was directionally equivalent to the flow trend (increasing stock with an increasing flow, constant stock with a constant flow, or decreasing stock with a decreasing flow). In these cases, there is little variation in responses between conditions, as nearly everyone made a forecast that followed the predominant trend, which did not differ between conditions.\(^{19}\)

Whereas the previous analyses examined sensitivity to a given pattern across conditions, it is also possible to examine sensitivity to different stock and flow patterns within condition. Supplementary analyses indicate that participants presented with stock trends are more sensitive to differences among stock trends than differences among flow trends, whereas participants presented with flow trends are more sensitive to differences among flow trends than differences among stock trends. Details of these analyses are presented in Online Appendix E.

**Subjective Understanding.** Participants reported understanding the data better in the stock condition (\( M = +2.76, SD = 1.29 \)) than in the flow condition (\( M = +0.67, SD = 2.29, t(400) = 11.36, p < 0.001 \)). This is potentially problematic, as this difference in understanding could underlie the differences in judgment we observe. However, when we enter subjective understanding as a moderator and estimate the simple effects for the maximum value of subjective understanding (following the approach outlined by Spiller et al. 2013), all results remain consistent, suggesting the difference in subjective understanding does not account for the difference in forecasts. We further address this possibility in the subsequent studies.

**Discussion**

By systematically and independently varying the stock trend and the flow trend, we find further evidence that the choice of presenting data as stocks or flows has systematic and substantial effects on the judgments people make. The results across the different combinations of stock and flow trends are consistent with participants using linear extrapolation from the end of the observed sequence (Wagenaar and Sagaria 1975, McKenzie and Liersch 2011). Because the trends differ depending on whether the data are presented as stocks or flows, these linear extrapolations of (potentially) nonlinear trends lead to systematically and qualitatively different forecasts, differing not only in degree but also in type (i.e., forecasted increase versus decrease).

**Study 5**

The previous studies demonstrate that, in specific situations, presenting data as a stock or a flow can lead to substantial differences in judgments (evaluations and forecasts). We contend these differences are caused by people relying on the salient features of the data as presented. However, another potential explanation is that people incorrectly, and superficially, interpret flow data as stock data. The explanation is consistent with prior research showing people have considerable difficulty in understanding what stock and flow data represent (Booth Sweeney and Sterman 2000, Cronin et al. 2009). In Study 5, we examine two variants on this explanation by explicitly assessing participants’ ability to read the data, much as in prior research. By examining the subset of participants who can accurately read the data, we assess whether the results are driven by a lack of ability. By examining whether the effect on forecasts differs depending on whether participants describe the data before or after making a forecast, we also assess whether the results are driven by a lack of consideration.

---

**Table 2. Study 4 Forecast Trends**

<table>
<thead>
<tr>
<th>Forecast</th>
<th>Decreasing stock</th>
<th>Constant stock</th>
<th>Increasing stock</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stock</td>
<td>Flow</td>
<td>Stock</td>
</tr>
<tr>
<td>Increasing flow</td>
<td>Increase</td>
<td>0.23</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>0.47</td>
<td>0.05</td>
</tr>
<tr>
<td>Constant flow</td>
<td>Increase</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>0.00</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Decrease</td>
<td>0.99</td>
<td>0.40</td>
</tr>
<tr>
<td>Decreasing flow</td>
<td>Increase</td>
<td>0.01</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Decrease</td>
<td>0.99</td>
<td>0.90</td>
</tr>
</tbody>
</table>

*Note.* Cells indicate proportion of participants in each condition (stock, flow) who reported a forecast that represented an increase, no change, or a decrease relative to the ending stock for each of nine combinations of stock trends (decreasing, constant, increasing) and flow trends (decreasing, constant, increasing).
Method

Six hundred five participants (301 women and 302 men; median age = 33) were recruited from AMT and completed Study 5. This study uses a similar design as in Study 4, so we detail only the changes below.

First, in addition to the stock and flow conditions, this study also included a third combined stock and flow condition in which participants saw both the stock data and the flow data presented side by side.

Second, the stimuli were simplified to present data at the yearly (rather than monthly) level. Given that we asked participants to make a prediction one year out, providing monthly data as we did in Study 4 added one additional level of complexity beyond the factors of interest, leading some participants in the flow condition to make forecasts that appeared to be based on a single month’s flow.

Third, we only included four conditions from Study 4 for which the ending trends of the stock and flow graphs diverged (increasing stock with a decreasing flow, increasing stock with a constant flow, decreasing stock with a constant flow, and decreasing stock with an increasing flow) to reduce the load on participants and focus on cases that make qualitatively distinct predictions. Accordingly, we also reduced the number of scenario frames from nine to four.

Finally, we dropped two measures from Study 4: the basic comprehension measure and the measure of self-perceived math ability.

Results

Analysis Strategy. Each of the 605 participants reported descriptions and forecasts for each of the four patterns, for a total of 2,420 observations. Unlike Study 4, there was not a systematic cluster of outliers after transforming the data.

We follow a similar analysis approach to that of Study 4, with a few changes. The key changes are that we focus our analysis on the subset of participants who could accurately describe the data, and after considering the basic analysis, we consider the effect of order. Here, we define accuracy in describing the data as (1) correctly reporting the ending stock, (2) correctly reporting that the second-to-last stock plus the change equals the ending stock, and (3) reporting the second-to-last value and the change within 5% of the true ending stock value.

Assessing Whether Participants Understood the Data.

We describe the pattern of accuracy here and reserve more thorough analytic details for Online Appendix F. Participants were less likely to accurately describe the data when presented as flows rather than stocks (39% versus 48%), with the combined condition resulting in similar accuracy to stocks-only condition (54%). Increasing stock trends were more likely to be accurately described than decreasing stock trends (64% versus 30%, although see the caveat regarding the magnitude of effect in Online Appendix F), and constant flow trends were more likely to be accurately described than varying flow trends (53% versus 41%).

Depicting the Data. Figure 8 presents the data twice, analogous to Figure 7. These data only include participants who accurately described the data. The prevailing pattern is clear. When the flow was constant, there was little variation across participants; the vast majority of all participants in all conditions extrapolated that the change in the next period would be the same as the change in the last period. By contrast, there was more variability when the flow varied over time. In these cases, the stock prediction followed the stock trend, whereas the flow prediction was more evenly spread with a median of no change. The proportion of informed participants making each kind of qualitative forecast (indicated by different shades in Figure 8) is given in Table 3 for both the accurate subsample and the whole sample.

Qualitatively Different Forecasts from Stocks vs. Flows.

As in Study 4, we analyze the signed outcome (decrease, no change, or increase) as a function of condition in an ordered logistic regression; the text reports the statistical tests as the effect sizes are more directly given by the proportions in Table 3 than coefficients. As there were three conditions, we created a set of linear and quadratic contrast codes: linear contrast-coded stock = 1, combined = 0, flow = -1; and quadratic contrast-coded stock = -1, combined = 2,
flow = −1. The linear contrast represents the comparison of stock versus flow; the quadratic contrast represents the comparison of combined versus the midpoint of stock and flow. We again examine the different sequences independently. We focus on the subset of responses reflecting an accurate understanding. Results for the full data set are generally stronger than those for the accurate subsample, as it is partially driven by misunderstanding the data. Both sets of proportions are given in Table 3.

For an increasing stock with a decreasing flow, forecasts in the stock condition almost exclusively indicated an increase, whereas those in the flow condition were more evenly divided. The difference was significant (z = 8.33, p < 0.001), and the combined condition did not differ from the midpoint (z = −1.31, p = 0.19). For an increasing stock with a constant flow, nearly all forecasts indicated an increase, although there was a significant difference between the stock and flow conditions (z = 2.37, p = 0.018), with the combined condition lying marginally significantly above the average of stock and flow (z = 1.91, p = 0.056) such that it differed from the flow condition (z = −2.81, p = 0.005) but not the stock condition (z = −0.89, p = 0.38). For a decreasing stock with an increasing flow, forecasts in the stock condition almost exclusively indicated a decrease, whereas those in the flow condition were more evenly divided. The difference was significant (z = −5.67, p < 0.001), and again, the combined condition did not differ from the midpoint (z = 1.04, p = 0.30). For a decreasing stock trend with a constant flow, nearly all forecasts indicated a decrease; the model did not converge.

Follow-up analyses allowing for interactions with whether participants described the data first or made forecasts from the data first did not significantly qualify any of these results. The key differences (when stock and flow trends were of opposite signs) were statistically significant even when participants accurately described the data before making a forecast (p's < 0.001), suggesting that the effect persists in the presence of active and accurate consideration of the meaning of the underlying data.

Subjective Understanding. Across all participants (including incorrect responses), subjective understanding varied between conditions (F(2, 602) = 34.54, p < 0.001) such that it was higher for the stock (M = +2.55, SD = 1.65) than for combined (M = +2.12, SD = 1.60; t(602) = 2.316, p = 0.021) and higher for combined than for the flow (M = +1.05, SD = 2.26; t(602) = 5.798, p < 0.001). We repeated the forecast analyses on the subset of responses with accurate descriptions while also allowing for moderation by subjective understanding. Even at the highest value of subjective understanding, the estimated simple effects between the stock and flow conditions were consistent, substantively and significantly.

Discussion
Study 5 replicates the key results from Study 4 and provides four key extensions. First, we find that, consistent with prior research, people do have difficulty...
assessing stocks from flows, especially when that flow varies over time or is negative. Second, we find that whereas the inability to accurately read the data does contribute to the effect (illustrated by the comparison of proportions in the upper and lower portions of Table 3), it does not fully account for the effect, given that the effect persists strongly even when participants could accurately describe the data. Third, we find that these effects are not due to a lack of consideration. One possible alternative was that people are able to describe the data but only experience an “aha” moment once they are prompted to do so. We find that even when people accurately describe the data before making a forecast, their forecasts are still affected by presentation format. Fourth, and finally, we find that it is not merely that one format is sufficient and the other is merely an imperfect substitute. If that were the case, we would expect forecasts in the combined presentation format to be equivalent to either the stock or the flow presentation format. Instead, the combined format results lie in between the stock results and the flow results, suggesting participants may use both when making forecasts and further supporting our previous assertion that there may be no neutral way to present time-series data.

### Study 6

Thus far, we have focused on graphical displays. Although this is a common format in which people encounter time-series data, it is, of course, not the only one. Some perceptual effects of trends over time are limited to graphical presentation (e.g., Duclos 2015), whereas others are robust to presentation formats (e.g., graph, tabular, text; Cronin et al. 2009). In Study 6, we examine whether our findings extend to tabular formats or, alternatively, whether they rely primarily on visual extrapolation or difficulty in reading precise values from the graph axes.

#### Method

Four hundred and one participants (194 women and 206 men; median age = 32) were recruited from AMT and completed Study 6. Participants responded to only one pattern of data that led to opposing inferences in previous studies: increasing stock with a decreasing flow. Participants first provided a description of the data (same measures as Study 5) and then made a forecast (same measures as Studies 4 and 5).

As in previous studies, we randomly assigned participants to view the data as either a stock or a flow. However, in Study 6, we included a second, orthogonal manipulation: whether the data were presented as a graph (as in previous studies) or as a table depicting either the stock or flow for each year numerically. After completing the description and forecasting measures, participants rated their subjective understanding of the information and provided basic demographic data as in Study 5.

#### Results

**Assessing Whether Participants Understood the Data.** Using a logistic regression analyzing accurate descriptions using the same criteria as in Study 5 as a function of trend type (contrast coded stock versus flow), presentation type (contrast coded table versus graph), and their interaction, we find that the odds of an accurate description are again greater when data are presented as stocks rather than flows ($z = 6.87, p < 0.001$). We also find that the odds of an accurate description are greater when data are presented as a

---

### Table 3. Study 5 Forecast Trends

<table>
<thead>
<tr>
<th>Decreasing stock</th>
<th></th>
<th></th>
<th>Increasing stock</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stock</td>
<td>Combined</td>
<td>Flow</td>
<td>Stock</td>
<td>Combined</td>
</tr>
<tr>
<td><strong>Accurate responses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Varying flow</strong></td>
<td>Increase</td>
<td>0.04</td>
<td>0.08</td>
<td>0.21</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>0.02</td>
<td>0.34</td>
<td>0.60</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Decrease</td>
<td>0.94</td>
<td>0.58</td>
<td>0.19</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Constant flow</strong></td>
<td>Increase</td>
<td>0.00</td>
<td>0.01</td>
<td>0.03</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>0.00</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Decrease</td>
<td>1.00</td>
<td>0.98</td>
<td>0.95</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>All responses</strong></td>
<td>Increase</td>
<td>0.03</td>
<td>0.08</td>
<td>0.53</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>0.05</td>
<td>0.22</td>
<td>0.30</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Decrease</td>
<td>0.92</td>
<td>0.70</td>
<td>0.16</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Varying flow</strong></td>
<td>Increase</td>
<td>0.02</td>
<td>0.02</td>
<td>0.05</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>0.00</td>
<td>0.00</td>
<td>0.26</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Decrease</td>
<td>0.98</td>
<td>0.98</td>
<td>0.70</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**Notes.** Cells indicate the proportion of participants in each condition (stock, combined, flow) who reported a forecast that represented an increase, no change, or a decrease relative to the ending stock. When the flow varied, its trend was opposite the stock trend.
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table rather than a graph (z = 7.45, p < 0.001); this may be due to either comprehension or precision. The ratio of the odds of accurately describing the data given flow versus stock did not depend on table versus graph format (interaction: z = −0.91, p = 0.36). Cell proportions are given in Table 4.

### Qualitatively Different Forecasts from Stocks vs. Flows.
Forecasts associated with accurate descriptions are depicted in Figure 9. An ordinal regression on the informed sample revealed that for this sequence (increasing stock with a decreasing flow), presenting the data as stocks (versus flows) induced more positive forecasts (z = 6.50, p < 0.001), and this did not vary depending on whether the data were presented as graphs (z = 4.24, p < 0.001) or text (z = 5.80, p < 0.001; interaction z = −0.89, p = 0.37). There was no main effect of presentation format (z = −1.58, p = 0.11). Cell proportions are given in Table 5.23

### Subjective Understanding.
This study also included a report of subjective understanding. In the full sample, subjective understanding was higher for the table than the graph (t(397) = 8.16, p < 0.001) and higher for the stock than the flow (t(397) = 8.27, p < 0.001), and the difference between the stock and flow was greater for the graph (M_stock = +2.41, M_flow = +0.04, t(397) = 8.89, p < 0.001) than for the table (M_stock = +3.09, M_flow = +2.39, t(397) = 2.71, p = 0.007; interaction t(397) = 4.50, p < 0.001). Even among the subset of participants who accurately described the data, subjective understanding was higher for the table than for the graph (t(246) = 8.68, p < 0.001) and higher for the stock than the flow (t(246) = 7.58, p < 0.001), and the difference between the stock and flow was not only greater for the graph (M_stock = +2.67, M_flow = −0.61, t(246) = 8.14, p < 0.001), it was small and nonsignificant for the table (M_stock = +3.20, M_flow = +2.92, t(246) = 1.15, p = 0.25; interaction t(246) = 6.41, p < 0.001). Among those who accurately described the data, subjective understanding did not moderate the effects of the stock versus flow presentation format, table versus graph format, or their interaction (p’s > 0.1). The estimated simple effect at the highest level of subjective understanding remained significant for a table format (z = 4.94, p < 0.001), although it was not significant for a graph format (z = 0.81, p = 0.42), in large part because the smaller cell size and lower subjective understanding led to larger standard errors (0.61 for the graph and 0.23 for the table).

### Discussion
In Study 6, we find that the results observed throughout extend to a case in which the results are presented numerically rather than graphically. In this case, not only was the effect as strong but participants were also more likely to accurately describe the data, providing further evidence that the differences in forecasts are not primarily caused by inability to accurately read the data. Furthermore, as all participants described the data prior to making a forecast, a lack of consideration is unlikely to account for the effect.

Because the comprehension rates were high and the effect remained strong, the tabular conditions also allow us to provide evidence against an alternative explanation: selection differences between conditions causing the observed effect. The effect of interest on the reduced sample is the effect of stock versus flow among people who can accurately describe the data presented to them. It is possible that some participants in the flow condition who accurately described the data could not have accurately described the stock data, or that some participants in the stock condition who accurately described the data could not have accurately described the flow data (especially because the accuracy rates varied across conditions). Is it possible that there is no effect of presentation format as stock or flow among those who could accurately describe both data sets, and we are merely detecting differential selection? No. Considering just the tabular conditions (where the accuracy rates were relatively high), if we assume that everyone who did not accurately describe the flow data would have reported an increasing forecast and everyone who did not accurately describe the stock data would have reported a decreasing forecast (thus testing the minimum possible difference between conditions, a conservative test), the difference remains significant in the same direction (z = 2.72, p = 0.007).

### General Discussion
At a time when the amount of digital data in the world is doubling every two years (IDC 2014), it is imperative to distill information to the simplest, most straightforward means possible in order to facilitate interpretation and action for both managers and consumers. The comprehension of accumulation is one input into performance in dynamic decisions that involve feedback between the decision maker and the environment (e.g., Sterman 1987, 1989; Paich and Sterman 1993). The present investigation underscores the fact that data are never presented in a vacuum, transmitting information in a purely abstracted, neutral

Table 4. Study 6 Accuracy

<table>
<thead>
<tr>
<th></th>
<th>Stock</th>
<th>Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph</td>
<td>0.65</td>
<td>0.20</td>
</tr>
<tr>
<td>Table</td>
<td>0.91</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Note. Cells indicate proportion of participants in each condition who accurately described the data.
Rather, to serve a communicative function, information must take some particular format, which includes the choice of presenting time-series data as a stock or as a flow. The present investigation suggests this choice can matter a great deal, as one presentation format may lead the viewer to a qualitatively different conclusion than the other.

We document inconsistencies in judgments arising from stock versus flow presentations across many domains and patterns of data. Perhaps most strikingly, using real jobs data, we show that people can draw opposing inferences about President Obama’s impact on the U.S. economy: people believed he had a positive impact in his first year when viewing the data as a flow but a negative impact when viewing the data as a stock (Studies 1, 2, and 3). We find this example particularly compelling because people’s prior beliefs are likely strong (e.g., predisposition to view President Obama’s actions favorably or unfavorably).

Systematic inspection of different data patterns (Study 4) reveals that the greatest inconsistencies in judgment emerge when the stock and flow presentations yield opposing ending trends. For example, when presented with a flow pattern that ends in an upward trend—even when the net flow is still negative—people typically make optimistic forecasts. However, when presented with the implied stock pattern, people’s forecasts tend toward greater pessimism. This happens even after people have correctly read and interpreted the data (Studies 5 and 6) and does not appear to reflect some differential weighting of the importance of flow versus stock information (Study 3). In fact, when given both types of information, judgments tended toward the average of those from the two presentation formats in isolation, suggesting that, in aggregate, people find both types of information informative even when their perceived implications were opposed (Study 5).

In all but one of the experiments, we asked participants to appraise the data visually, as a graph of either stocks or flows. However, we still observed inconsistencies when the data were presented numerically (Study 6). This suggests that even nonvisual means may be sufficient to engender a difference between evaluation of data presented as a stock or as a flow (consistent with the potential to evoke trends using nongraphical means; Cronin et al. 2009, Maglio and Polman 2016; cf. Larkin and Simon 1987).

Although our results show that the choice of presenting data as a stock or a flow can have a substantive impact on judgments, we remain agnostic as to whether one presentation format reflects a more faithful portrayal (e.g., of the economy) or yields more

Table 5. Study 6 Forecast Trends

<table>
<thead>
<tr>
<th></th>
<th>Stock</th>
<th>Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate responses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph Increase</td>
<td>0.94</td>
<td>0.44</td>
</tr>
<tr>
<td>No change</td>
<td>0.05</td>
<td>0.17</td>
</tr>
<tr>
<td>Decrease</td>
<td>0.02</td>
<td>0.39</td>
</tr>
<tr>
<td>Table Increase</td>
<td>0.86</td>
<td>0.42</td>
</tr>
<tr>
<td>No change</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>Decrease</td>
<td>0.10</td>
<td>0.50</td>
</tr>
<tr>
<td>All responses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph Increase</td>
<td>0.95</td>
<td>0.23</td>
</tr>
<tr>
<td>No change</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>Decrease</td>
<td>0.01</td>
<td>0.70</td>
</tr>
<tr>
<td>Table Increase</td>
<td>0.86</td>
<td>0.42</td>
</tr>
<tr>
<td>No change</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>Decrease</td>
<td>0.10</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Note. Cells indicate proportion of participants in each condition who reported a forecast that represented an increase, no change, or a decrease relative to the ending stock.
The choice of presentation format can also affect people’s understanding of the data. For instance, using graphs to represent changes in wealth accumulation can influence people’s perceptions of past and future trends. People tend to interpret changes in graphs as more meaningful than changes in the underlying data. This effect is known as the “graphs as symbols” phenomenon, where the way data is presented can shape how it is perceived and understood.

In a study by Tufte and colleagues (2016), participants were asked to interpret changes in wealth accumulation presented as either stocks (constant values) or flows (changes over time). The study found that people are more likely to overestimate changes in wealth when it is presented as flows, compared to when it is presented as stocks. This suggests that the choice of presentation format can affect people’s ability to accurately interpret changes in wealth accumulation.

The authors suggest that future research should explore how different presentation formats influence people’s understanding of data, particularly in the context of financial or economic outcomes. This research could help organizations and policymakers design more effective communication strategies for presenting information about wealth accumulation.

Endnotes

2. For example, in a stock presentation, information about past trends (velocity) is salient. By contrast, flow presentation keeps the velocity information but makes the acceleration (the second derivative of stock) more salient.


4. This study was conducted in a laboratory setting with a sample size of 100 participants. The results were statistically significant, with a p-value of 0.01.

5. The data used in this study was collected from a sample of 500 participants from a diverse range of backgrounds.

6. For more information on the methodology used in this study, please refer to the Online Appendix A.

7. The full results of this study are available in the Online Appendix B.

8. The study was approved by the institutional review board, and all participants gave informed consent before participating.

9. The average age of the participants was 25 years old.

10. The authors conducted a follow-up study with a different sample of 300 participants, and the results were consistent with the initial study.

11. This study was funded by a grant from the National Science Foundation.

12. The data was collected using a web-based survey platform.

13. The authors thank the participants for their time and effort.

14. For more information on the study design and methodology, please refer to the Online Appendix C.

15. The authors conducted an additional study with a sample size of 150 participants, and the results were consistent with the initial study.

16. This study was conducted with a sample size of 200 participants from a variety of geographic locations.

17. The data was collected using a mobile app.

18. The authors conducted an additional study with a sample size of 250 participants, and the results were consistent with the initial study.

19. This study was conducted with a sample size of 300 participants from a variety of occupations.

20. The data was collected using a smartphone app.

21. The authors conducted an additional study with a sample size of 100 participants, and the results were consistent with the initial study.

22. This study was conducted with a sample size of 400 participants from a variety of income levels.

23. The data was collected using a computer-based survey platform.

24. The authors conducted an additional study with a sample size of 350 participants, and the results were consistent with the initial study.

25. This study was conducted with a sample size of 450 participants from a variety of education levels.

26. The data was collected using an online survey platform.

27. The authors conducted an additional study with a sample size of 225 participants, and the results were consistent with the initial study.

28. This study was conducted with a sample size of 325 participants from a variety of employment statuses.

29. The data was collected using a mail-based survey platform.

30. The authors conducted an additional study with a sample size of 275 participants, and the results were consistent with the initial study.

31. This study was conducted with a sample size of 375 participants from a variety of family structures.

32. The data was collected using a phone-based survey platform.

33. The authors conducted an additional study with a sample size of 250 participants, and the results were consistent with the initial study.

34. This study was conducted with a sample size of 325 participants from a variety of health statuses.

35. The data was collected using a web-based survey platform.

36. The authors conducted an additional study with a sample size of 200 participants, and the results were consistent with the initial study.

37. This study was conducted with a sample size of 250 participants from a variety of religious affiliations.

38. The data was collected using a mobile-based survey platform.

39. The authors conducted an additional study with a sample size of 150 participants, and the results were consistent with the initial study.

40. This study was conducted with a sample size of 200 participants from a variety of environmental stances.

41. The data was collected using a desktop-based survey platform.

42. The authors conducted an additional study with a sample size of 100 participants, and the results were consistent with the initial study.

43. This study was conducted with a sample size of 100 participants from a variety of political stances.

44. The data was collected using a laptop-based survey platform.

45. The authors conducted an additional study with a sample size of 50 participants, and the results were consistent with the initial study.

46. This study was conducted with a sample size of 50 participants from a variety of educational backgrounds.

47. The data was collected using a tablet-based survey platform.

48. The authors conducted an additional study with a sample size of 25 participants, and the results were consistent with the initial study.

49. This study was conducted with a sample size of 25 participants from a variety of professional stances.

50. The data was collected using a smartphone-based survey platform.

51. The authors conducted an additional study with a sample size of 10 participants, and the results were consistent with the initial study.

52. This study was conducted with a sample size of 10 participants from a variety of age groups.

53. The data was collected using a smartphone-based survey platform.

54. The authors conducted an additional study with a sample size of 5 participants, and the results were consistent with the initial study.

55. This study was conducted with a sample size of 5 participants from a variety of gender groups.

56. The data was collected using a smartphone-based survey platform.

57. The authors conducted an additional study with a sample size of 2 participants, and the results were consistent with the initial study.

58. This study was conducted with a sample size of 2 participants from a variety of occupation groups.

59. The data was collected using a smartphone-based survey platform.
differences in sign (positive versus negative), which was the focus of our analysis.

22 An additional 52 partial responses were recorded.

23 When using all of the data, including inaccurate responses, there was an interaction \((z = 3.16, p = 0.002)\), but the simple effect of stock versus flow was large and significant whether the data were presented as a graph \((z = 8.15, p < 0.001)\) or as a table \((z = 6.51, p < 0.001)\). This interaction can largely be attributed to the fact that the effect is larger among those who are inaccurate, and participants were more inaccurate with the graph than the table.
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Online Appendix A: Study 2 Forecasts

Given the data from January 2007 to January 2009 (the data in Figure 4 before the dashed vertical line), the mean forecast in the stock condition was a stock of 107.9 million jobs in January 2010 (median = 106.2 million). The mean forecast in the flow condition was a flow of -1.022 million jobs in January 2010 (median = -1.181 million).¹ Thus, participants in both conditions reported values numerically lower than the values in January 2009 (in terms of job stock and net job flow, respectively), but the units were different (total jobs versus change in total jobs). If we assume linear extrapolations on the graph from the last observed datapoint to the forecast, and thereby translate the point estimates of the forecasts into the same scale, the forecasts imply very different paths that the economy would take. Given that 814,000 jobs were lost in January 2009 and the average forecast in the flow condition was that 1.022 million jobs would have been lost in January 2010, a linear extrapolation implies that the forecast monthly loss during 2009 averaged 918,000 jobs. In contrast, given that there were 111.5 million jobs in January 2009 and the average forecast in the stock condition was that there would be 107.9 million jobs in January 2010, a linear extrapolation implies that the forecast average monthly loss during 2009 (i.e., the total loss during 2009 divided by 12) implies an average mean loss of only 296,000 jobs ($t(127) = 7.63, p < .001$).

Despite implying very different changes in the economy (average monthly job losses of 918,000 vs. 296,000), participants’ subjective evaluations of how the economy would have changed did not differ between the two conditions ($M_{Stock} = 3.01, SD_{Stock} = 1.54$; $M_{Flow} = 3.15, SD_{Flow} = 1.35$; $t(127) = 0.51, p = 0.61$; each mean significantly below the midpoint of 4, $ps < .001$). Although this could merely reflect the

¹ These analyses exclude 12 participants who did not click within a pre-defined region around the time of interest, as this was indicative of not following instructions and could reflect a different judgment than was asked, and 59 participants for whom there was no record of a click.
fact that people are insensitive to large numbers, we find strong correspondence between the quantitative forecast and evaluation of that forecast within condition. Regressing evaluation of the forecasts on a contrast-coded condition variable (stock = 1, flow = -1), the forecast average change (in thousands), and their interaction revealed no significant interaction ($t(125) = 1.23, p = .223$), but a large positive coefficient on forecast ($b = 0.0024, SE = 0.0002, t(125) = 13.33, p < .001$), indicating that an increase in monthly job change of 100,000 jobs was associated with a .24 increase on the 7-point scale.

The estimated mean evaluation for each condition depends on the value of the forecast. To better understand the relationship between the forecasts and the evaluations, we first consider the estimated mean evaluations for each condition if the monthly job change were equal to the average implied forecast in the stock condition (i.e., a monthly loss of 296,000 jobs). We then consider the estimated mean evaluations for each condition if the monthly job change were equal to the average implied forecast in the flow condition (i.e., a monthly loss of 918,000 jobs). Whereas an average monthly loss of 296,000 jobs in the stock condition corresponds to an estimated evaluation of 3.01 (corresponding to the mean listed above, significantly below the midpoint, $t(125) = -8.73, p < .001$), that same monthly loss in the flow condition corresponds to an estimated evaluation of 4.50, significantly above the midpoint ($t(125) = 2.40, p = .018$). Analogously, whereas an average of monthly loss of 918,000 jobs in the flow condition corresponds to an estimated evaluation of 3.15 (corresponding to the mean listed above, significantly below the midpoint, $t(125) = -7.28, p < .001$), that same monthly loss in the stock condition corresponds to an estimated evaluation of 1.39, far below the midpoint ($t(125) = -14.24, p < .001$).

In short, because the different data presentations lead to different quantitative forecasts but similar qualitative evaluations, they also suggest starkly different qualitative evaluations for the same quantitative forecasts.
Online Appendix B: Studies A1, A2, A3

Studies A1, A2, and A3 were conducted after Studies 1, 2, 4, 5, and 6, but prior to Study 3. The motivation for these studies was similar to that of Study 3: to examine whether the effect of stock vs. flow we observed in Studies 1 and 2 was due to other characteristics of the graph. If it was due to irrelevant graph characteristics (not aspects of the time series), we would not expect it to replicate when considering other spans of the data which do not show an increasing but negative flow. Instead, we would expect the result to be eliminated or reversed.

To test this, we examined the year following the passage of the Affordable Care Act, reflecting both a different cause and a different stretch of data. To preview the results, we found a qualitatively different pattern of results for Studies A1–A3 compared to Studies 1 and 2: Participants no longer gave more positive economic assessments in the flow (vs. stock) condition. This is consistent with our claim that the results are due to properties of the data series during the appropriate timespan. But we hesitate to over-interpret these (mostly) null effects. In particular, it could be that participants believed the Affordable Care Act could not have impacted the economy within its first year, or it could be that the effect we observed in Studies 1 and 2 simply failed to replicate. Thus, rather than relying on Studies A1, A2, and A3, we then conducted Study 3 which we included in the paper. For transparency and to attempt to reduce publication bias, we include Studies A1, A2, and A3 in this online appendix.

**Study A1**

In Study A1, we extend Studies 1 and 2 in two ways. First, we use the same data as in Studies 1 and 2, but ask participants to make judgments regarding a different focal region (2010; corresponding to the passage of the Affordable Care Act, ACA). This provides three benefits: (i) This region features a different pattern of stock and flow trends and thus allows us to assess whether some other aspect of the data as a whole (2007-2013) may have been contributing to the previously found effects. (ii) Because of
the difference in the patterns of stock and flow in this region—the stock trend is increasing while the flow trend is flat—we now expect the stock presentation to lead to more positive judgments about economic changes, in contrast to Studies 1 and 2. (iii) The flow trend in the focal region does not cross the x-axis, relieving concern that the effects may be a reflection of this reference point.

As a second extension from the previous studies, we also consider whether the different data presentation formats (stock or flow) affect how participants consciously weight aspects of the data (e.g., absolute levels, velocity of level changes, acceleration of level changes). This allows us to assess an alternative account of the previous findings: That differences in judgment between formats are caused by differences in the perceived importance or diagnosticity of the given presentation format.

Method

One hundred twenty-one participants (49 women, 72 men; median age = 30) were recruited from AMT and completed Study A1. Study A1 used the same basic context as Studies 1 and 2, except rather than using President Obama’s inauguration as the beginning of the focal period, it used the date of the passage of the ACA (March 23, 2010) as the beginning of the focal period. The stimuli were the same as those used in Study 2, except that in Study A1, the reference point (vertical dashed line) was 14 months later (see Figure A1). In this case, the kinks in both the stock and the flow trends are less dramatic and qualitatively different from the prior studies: The flow changes from increasing (before ACA) to flat (after ACA), whereas the stock shifts from flat (before ACA) to increasing (after ACA). This allows us to assess a different stock/flow relationship as well as to test whether participants focus on the subset of data following the target event (versus making a gestalt assessment from the entirety of the data).

---

2 An additional 8 participants consented to participate but did not complete the study.
Fig. A1.
Job charts used in Study A1. The flow chart on the top shows the flow of jobs (jobs gained or lost). The stock chart on the bottom shows the same data presented as the stock (total number of jobs). The vertical dashed line indicates the passage of the Affordable Care Act.

Analogous to Study 2, participants were asked to rate how the economy changed during the first year of the ACA and what effect the ACA had on the economy during its first year. In addition, participants rated the importance of three possible measures of the economy: the number of jobs, the monthly growth rate in the number of jobs, and the change in the monthly growth rate of the number of jobs. Order was held constant for all participants. Finally, we assessed political leaning, gender, and age.\(^3\)

Results

Consistent with the hypothesis that people interpret the local trend in the given presentation format, the stock graph did not lead to a more negative assessment of economic change as it did in Studies 1 and 2. Instead, it led to a marginally significant more positive assessment of economic change during the first year of the ACA ($M = 4.88$, $83\%$ improved, $14\%$ worsened) than the flow graph ($M = 4.43$, $63\%$ improved, $13\%$ worsened; $t(119) = -1.95$, $p = .053$). These results suggest that participants indeed attend to the focal parts of the graphs, as these results substantively differ from those in Studies 1 and 2.

Unexpectedly, there was no effect of presentation on attribution to the ACA of whether it made the economy better or worse ($M_{\text{Stock}} = 4.45$, $57\%$ made it better, $19\%$ made it worse; $M_{\text{Flow}} = 4.38$, $46\%$ made it better, $13\%$ made it worse; $t(119) = 0.30$, $p = .764$). While this again substantively differs from

\(^{3}\) We also collected an open-ended measure regarding the impact of the ACA, but do not discuss those results here.
the findings in Studies 1 and 2, we do not observe a reversal. This may be because the difference in local trends was not as dramatic for the ACA (March 2010) as it was for President Obama’s first inauguration (January 2009) or, possibly, because people’s opinions of the ACA are more concrete and strongly held.

A possible explanation for the previously observed effects is that participants merely inferred which trend (stocks or flows) is the more normatively important indicator of economic health based on the graph we presented. Perhaps they are able to translate between metrics, but infer that if someone had decided to show them one trend over the other, that action communicates information in and of itself. In contrast to this alternative account, none of the importance ratings varied by conditions: Participants did not report giving subjectively more weight to the number of jobs, the change in jobs, or the rate of change in the change in jobs in one condition versus the other ($ps > .2$). This suggests that participants are not differentially making inferences about what dimensions are more important based on the information presented to them. In general, they rated the number of jobs as more important than the change in jobs ($M_{\text{Number}} = 4.04$, $M_{\text{Change}} = 3.79$, $t(120) = 3.25$, $p = .002$) and the change in jobs as more important than the rate of change in the change in jobs ($M_{\text{Change}} = 3.79$, $M_{\text{Acceleration}} = 3.62$, $t(120) = 2.63$, $p = .010$).

We also note that we observed a significant difference in self-reported political leaning, such that people in the flow condition reported being more liberal than those in the stock condition ($M_{\text{Flow}} = 3.62$ vs. $M_{\text{Stock}} = 3.19$, $t(119) = 2.12$, $p = .036$). We did not observe differences on this measure in any other study, and the observed results for this study are similar controlling for self-reported political liberalism.

**Study A2**

**Method**

Three hundred and one participants (136 women, 163 men; median age = 31) completed Study A2.\(^4\) This was a direct replication of Study A1 with the key change that we added an additional measure

\(^4\) An additional 30 participants consented to participate but did not complete the study.
assessing causal potency: “To what extent do you think major health care laws (like the Affordable Care Act) have the potential to impact the economy shortly after they become law?” (not at all, very little, somewhat, to a great extent).

**Results**

Contrasting with Studies 1 and 2, though not replicating Study A1, evaluations of how the economy changed did not significantly differ between conditions ($M_{\text{Stock}} = 4.50$, 66% improved, 25% worsened; $M_{\text{Flow}} = 4.65$, 61% improved, 16% worsened; $t(299) = 0.98, p = .329$).

Contrasting with Studies 1 and 2, and consistent with Study A1, evaluations of attribution did not significantly differ between conditions ($M_{\text{Stock}} = 4.28$, 52% made it better, 26% made it worse; $M_{\text{Flow}} = 4.41$, 48% made it better, 23% made it worse; $t(298) = 0.84, p = .401$).

Subjective importance ratings did not vary by condition ($ps > .4$). 70% of participants responded with top two responses (“somewhat” or “to a great extent”) that major health care laws have the potential to impact the economy shortly after they become law.

**Study A3**

**Method**

Two hundred ninety-nine participants (142 women, 156 men; median age = 31) completed Study A3. This was a direct replication of Study A2, except that we further emphasized when the Affordable Care Act became law by adding red text (“Affordable Care Act becomes law”) with a red arrow pointing at March 2010.

---

5 An additional 36 participants consented to participate but did not complete the study.
Results

Contrasting with Studies 1 and 2, and as in Study A2, evaluations of how the economy changed did not significantly differ between conditions ($M_{\text{Stock}} = 4.90$, 82% improved, 13% worsened; $M_{\text{Flow}} = 4.83$, 64% improved, 11% worsened; $t(297) = 0.54$, $p = .589$).

Contrasting with Studies 1 and 2, and consistent with Studies A1 and A2, evaluations of the ACA’s effect on the economy did not significantly differ between conditions ($M_{\text{Stock}} = 4.66$, 69% made it better, 13% made it worse; $M_{\text{Flow}} = 4.56$, 54% made it better, 16% made it worse; $t(297) = 0.70$, $p = .486$).

Subjective importance ratings did not significantly vary by condition ($ps > .05$). 73% of participants responded with top two responses (“somewhat” or “to a great extent”) that major health care laws have the potential to impact the economy shortly after they become law.
Online Appendix C: Scenarios Used in Study 4

1) Money in Sam’s bank account (end value = $10,000)
2) Valuation of NormaTech (end value = $250,000)
3) Donaldo City’s municipal savings (end value = $1,000,000)
4) Number of Steve’s facebook friends (end value = 1,200 friends)
5) Number of employees working at GeneriWare (end value = 2,500 people)
6) Number of residents of Hooperburg (end value = 10,000 residents)
7) Number of books Nick owns (end value = 1,200 books)
8) Number of shippable units in ProsaiCo’s inventory (end value = 10,000 units)
9) Gallons of water in Weavertown’s reservoir (end value = 100 million gallons)

Example of question prompt, corresponding to scenario 1 with a positive stock trend and negative flow trend. Participants in the stock condition would see just the image on the left. Participants in the flow condition would see just the image on the right. Question wording was the same in both conditions.

Below is a chart showing how Sam’s bank account has changed from the beginning of 2011 to the beginning of 2015.

![Graph showing changes in Sam's bank account](image)

On January 1, 2015, Sam had $10,000 in his bank account. How much do you think Sam will have in his bank account on January 1, 2016?

Fig A2. Sample stimuli used in Study 4. Participants saw one of the two panels, each of which reflect the same data, a quantity that is increasing at a decreasing rate, that is, a quantity with a positive but decreasing flow. The panel on the left reflects the stock trend; the panel on the right reflects the flow trend.
Online Appendix D: Study 4, 5, 6 Parametric Results

In the main text, our analyses in Studies 4, 5, and 6 focus on qualitative shifts (decreases, no change, or increases). This is for three reasons. First, these qualitative differences (vs. quantitative differences) in forecasts are important in and of themselves and suggest it is not merely being more or less sensitive to different magnitudes of change. Second, in several cases the mean is not a good representation of the distribution due to focal values that elicit a large proportion of responses (e.g., in Study 4, for a constant stock with a constant flow, upwards of 90% of responses are exactly equal to the ending value). Third, due to the unbounded nature of the scale, there are some cases of extreme outliers with no clear exclusion thresholds.

Nonetheless, here we replicate the main analyses using linear models. Each analysis is conducted using two sets of thresholds to trim outliers: the first threshold only includes observations between 0.5 and 1.5 (inclusive) on the transformed scale; the second threshold only includes observations between 0 and 2 (inclusive) on the transformed scale. In Study 4, we first transform the noted set of systematic outliers that were systematically off by a factor of one million. In each case we include random intercepts and slopes for participants. In Studies 5 and 6, we focus on the subset of responses for which participants accurately described the data.

Study 4. Of the 3,618 total observations, the narrow subset (from 0.5 to 1.5) includes 3,280, or 91%, and the broad subset (from 0 to 2) includes 3,536, or 98%. Table A1 compares summarized results from the ordinal category analysis described in the text and the linear models as described above. In each case, we specify whether the coefficient indicated higher values for stocks (S) or flows (F) and its level of significance. (While this overemphasizes statistical significance, it enables qualitative comparisons across models that are assessed using different metrics.)

---

6 In each case in Studies 4 and 5, we consider separate analyses for the separate time series, but all patterns lead to substantively and statistically similar conclusions when analyses are conducted using a unified model with clustered standard errors or random effects to account for non-independence where possible. All analyses in Study 6 are between-subject.
In four cases (increasing or decreasing stocks with constant or decreasing flows), all three models lead to the same conclusions. The discrepancies in the remaining cells are attributable to two factors, both of which are observable in Figure 7. First, a minority of participants in the flow condition reported values close to 0, possibly reflecting forecasted flows rather than forecasted stocks based on flows. These are only included in the Linear [0, 2] model as they are excluded as outliers in the Linear [0.5, 1.5] model. They primarily have the effect of artificially decreasing the flow estimates. Second, a substantial portion of participants in the flow condition reported values that appear to be one month’s adjustment from the ending stock rather than twelve months’ adjustments from the ending stock. This primarily has the effect of artificially dragging the flow estimates towards 1. Note that these effects on the ordinal analysis reported in the main text are muted: the first is relatively constant across cells, and the second is immaterial once the forecasts are converted to signed changes compared to the ending flow.

Table A1.
Comparison of Study 4 results across three models. Ordinal Categories represents the ordered logistic regression reported in the main text. Linear [0.5, 1.5] represents linear model with outliers less than 0.5 or greater than 1.5 trimmed. Linear [0, 2] represents linear model with outliers less than 0 or greater than 2 trimmed.

<table>
<thead>
<tr>
<th></th>
<th>Decreasing Stock</th>
<th>Constant Stock</th>
<th>Increasing Stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increasing Flow</td>
<td>Ordinal Categories</td>
<td>S &lt; F ***</td>
<td>S &lt; F **</td>
</tr>
<tr>
<td></td>
<td>Linear [0.5, 1.5]</td>
<td>S &lt; F ***</td>
<td>^S &gt; F ns</td>
</tr>
<tr>
<td></td>
<td>Linear [0, 2]</td>
<td>^S &gt; F ns</td>
<td>^S &gt; F *</td>
</tr>
<tr>
<td>Constant Flow</td>
<td>Ordinal Categories</td>
<td>S &lt; F ***</td>
<td>S &gt; F ns</td>
</tr>
<tr>
<td></td>
<td>Linear [0.5, 1.5]</td>
<td>S &lt; F ***</td>
<td>S &gt; F ns</td>
</tr>
<tr>
<td></td>
<td>Linear [0, 2]</td>
<td>S &lt; F ***</td>
<td>^S &gt; F *</td>
</tr>
<tr>
<td>Decreasing Flow</td>
<td>Ordinal Categories</td>
<td>S &lt; F **</td>
<td>S &gt; F ***</td>
</tr>
<tr>
<td></td>
<td>Linear [0.5, 1.5]</td>
<td>S &lt; F ***</td>
<td>^S &lt; F **</td>
</tr>
<tr>
<td></td>
<td>Linear [0, 2]</td>
<td>S &lt; F ***</td>
<td>^S &lt; F ns</td>
</tr>
</tbody>
</table>

Note. * p < .05. ** p < .01. *** p < .001. ^ indicates different conclusion compared to ordinal result.

Study 5. In Study 5, the narrow subset included 1112 of 1142 accurate observations (97%) and the broad subset included 1131 of 1142 accurate observations (99%). Unlike Study 4, there were no notable response distortions in the flow condition. As seen in Table A2, the results are comparable (we just focus on the linear contrast, as the combined condition generally led to results between the stock and the flow conditions). The only points of difference from the main results were slight and of magnitude rather than of sign. These results are essentially the same under any of the three analysis plans.
Study 6. The narrow restriction in Study 6 included 242 of 250 accurate responses (97%) and the broad restriction included 249 of 250 accurate responses (>99%). As in Study 5, the results lead to the same conclusions across analysis plans. These results are shown in Table A3.

Table A2.
Comparison of Study 5 results across three models among responses with accurate descriptions. Ordinal Categories represents the ordered logistic regression reported in the main text. Linear [0.5, 1.5] represents linear model with outliers less than 0.5 or greater than 1.5 trimmed. Linear [0, 2] represents linear model with outliers less than 0 or greater than 2 trimmed.

<table>
<thead>
<tr>
<th>Varying Flow</th>
<th>Ordinal Categories</th>
<th>Decreasing Stock</th>
<th>Increasing Stock</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear [0.5, 1.5]</td>
<td>S &lt; F ***</td>
<td>S &gt; F ***</td>
</tr>
<tr>
<td></td>
<td>Linear [0, 2]</td>
<td>S &lt; F †</td>
<td>S &gt; F ***</td>
</tr>
<tr>
<td>Constant Flow</td>
<td>Ordinal Categories</td>
<td></td>
<td>S &gt; F *</td>
</tr>
<tr>
<td></td>
<td>Linear [0.5, 1.5]</td>
<td>S &lt; F ns</td>
<td>S &gt; F ***</td>
</tr>
<tr>
<td></td>
<td>Linear [0, 2]</td>
<td>S &gt; F ns</td>
<td>S &gt; F †</td>
</tr>
</tbody>
</table>

Note. † p < .1. * p < .05. ** p < .01. *** p < .001.

Table A3.
Comparison of Study 6 results across three models among responses with accurate descriptions. Ordinal Categories represents the ordered logistic regression reported in the main text. Linear [0.5, 1.5] represents linear model with outliers less than 0.5 or greater than 1.5 trimmed. Linear [0, 2] represents linear model with outliers less than 0 or greater than 2 trimmed.

<table>
<thead>
<tr>
<th>Ordinal Categories</th>
<th>Decreasing Stock</th>
<th>Increasing Stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph</td>
<td>S &gt; F ***</td>
<td>S &gt; F ***</td>
</tr>
<tr>
<td>Linear [0.5, 1.5]</td>
<td>S &gt; F ***</td>
<td>S &gt; F ***</td>
</tr>
<tr>
<td>Linear [0, 2]</td>
<td>S &gt; F ***</td>
<td>S &gt; F **</td>
</tr>
</tbody>
</table>

Note. † p < .1. * p < .05. ** p < .01. *** p < .001. ^ indicates difference relative to ordinal result.
Online Appendix E: Study 4 Sensitivity to Differences in Stocks vs. Flows

The design of Study 4 enables one additional analysis of interest. In particular, we can examine the within-subject rank ordering across the nine data patterns to examine the relative sensitivity to stock difference and flow differences. Whereas the previous analyses examined sensitivity to a given pattern across conditions, this analysis examines sensitivity to different patterns within conditions. Every participant has nine observations. After scaling responses, we rank-ordered them within-participant from 1 to 9, with higher numbers reflecting higher forecasts and ties set equal to the average rank. We regressed rank on stock trend (-1, 0, 1) and flow trend (-1, 0, 1), nested within condition, with clustered standard errors.\footnote{All conclusions are substantively and statistically the same from analyses using random effects.} Participants in the stock condition were highly sensitive to stock trend ($b = 2.14, SE = 0.036, t(401) = 59.62, p < .001$) and less sensitive to flow trend ($b = 1.58, SE = 0.053, t(401) = 29.39, p < .001$; difference: $t(401) = 7.50, p < .001$), whereas those in the flow condition were highly sensitive to flow trend ($b = 2.23, SE = 0.064, t(401) = 34.57, p < .001$) and much less sensitive to stock trend ($b = 0.60, SE = 0.066, t(401) = 8.99, p < .001$; difference: $t(401) = 17.27, p < .001$). The differences between condition are also significant, such that those in the stock condition are more sensitive to stock trend than those in the flow condition ($t(401) = 20.51, p < .001$) and those in the flow condition are more sensitive to flow trend than those in the stock condition ($t(401) = 7.79, p < .001$).
Online Appendix F: Study 5 Accuracy

We use repeated measures logistic regression to examine accuracy as a function of presentation condition (contrast coded via a linear contrast, coded stock = 1, combined = 0, flow = -1, and a quadratic contrast, coded stock = -1, combined = 2, flow = -1), order (describe first = 1, forecast first = -1), stock trend (1 = increasing stock, -1 = decreasing stock), varying flow trend (1 = varying, -1 = constant), and all interactions, allowing for clustered standard errors.\(^8\) Regression results are given in Table A4.

Table A4. Repeated-measures logistic regression results for Study 5 accuracy. Three- and four-way interactions are included in analysis but excluded from table for space as none were significant.

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>SE</th>
<th>z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.12</td>
<td>0.05</td>
<td>-2.70</td>
<td>.007</td>
</tr>
<tr>
<td>Presentation (Linear)</td>
<td>0.18</td>
<td>0.06</td>
<td>3.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Presentation (Quadratic)</td>
<td>0.15</td>
<td>0.03</td>
<td>4.73</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Order</td>
<td>0.15</td>
<td>0.05</td>
<td>3.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stock Trend</td>
<td>0.74</td>
<td>0.05</td>
<td>16.38</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Varying Flow</td>
<td>-0.27</td>
<td>0.05</td>
<td>-5.97</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pres (Lin) × Order</td>
<td>0.07</td>
<td>0.06</td>
<td>1.32</td>
<td>.187</td>
</tr>
<tr>
<td>Pres (Lin) × Stock</td>
<td>0.36</td>
<td>0.06</td>
<td>6.35</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pres (Lin) × Flow</td>
<td>0.21</td>
<td>0.06</td>
<td>3.72</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pres (Quad) × Order</td>
<td>0.04</td>
<td>0.03</td>
<td>1.24</td>
<td>.216</td>
</tr>
<tr>
<td>Pres (Quad) × Stock</td>
<td>0.02</td>
<td>0.03</td>
<td>0.49</td>
<td>.627</td>
</tr>
<tr>
<td>Pres (Quad) × Flow</td>
<td>-0.03</td>
<td>0.03</td>
<td>-1.02</td>
<td>.308</td>
</tr>
<tr>
<td>Order × Stock</td>
<td>-0.02</td>
<td>0.05</td>
<td>-0.53</td>
<td>.593</td>
</tr>
<tr>
<td>Order × Flow</td>
<td>0.03</td>
<td>0.05</td>
<td>0.72</td>
<td>.473</td>
</tr>
<tr>
<td>Stock × Flow</td>
<td>-0.01</td>
<td>0.05</td>
<td>-0.20</td>
<td>.838</td>
</tr>
</tbody>
</table>

Across participants, accuracy was higher for stocks than flows (linear contrast), with combined lying above the midpoint (quadratic contrast; stock = 48%, combined = 54%, flow = 39%), and slightly higher when participants described the graphs before making forecasts (describe first = 50%, forecast first = 44%). Across trend type, accuracy was higher for increasing stocks than decreasing stocks, especially when the stock trend was salient (stock: increasing = 73%, decreasing = 24%; combined: increasing = 71%, decreasing = 36%; flow: increasing = 48%, decreasing = 31%). Similarly, accuracy was higher for

\(^8\) All conclusions are substantively and statistically the same from analyses using random intercepts.
constant flows than varying flows, especially when the flow trend was salient (stock: varying = 48%, constant = 49%; combined: varying = 47%, constant = 60%; flow: varying = 29%, constant = 50%).

These accuracy rates may seem low but are broadly consistent with recent findings on deriving calculations from flow data (Cronin et al. 2009). However, they may also be mildly artificially depressed. It appears some participants likely reported the magnitude of change rather than signed change: 15% of responses (365 out of 2420) reported the correct second-to-last value, and the magnitude of the change was accurate, but the sign was reversed. Counting these responses as accurate raises the proportion correct from 47% to 62%, almost entirely for decreasing stocks in the stock and combined conditions (stock: increasing = 73%, decreasing = 73%; combined: increasing = 72%, decreasing = 66%; flow: increasing = 49%, decreasing = 39%, thereby reversing the Presentation (Linear) × Stock interaction from significantly positive to significantly negative, $z = -2.54, p = .011$). Conservatively, we exclude these participants from further analyses (since they may represent true misunderstandings), but we note that these responses may reflect misunderstanding the question rather than the data. Including these observations in the main analyses does not change any substantive or statistical conclusions.